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In this work we expand on our previous nonsmooth time-domain design tech-
nique to multiple input scenarios. A plant or plant family is submitted to a
collection of test inputs and every closed-loop response so generated is called a
scenario. The proposed design technique computes a controller with prescribed
structure such that performance bounds on closed-loop responses are met for all
scenarios. Such a design problem is very hard and only local solutions can be
computed. In this difficult context, the proposed nonsmooth technique shows
great promise as demonstrated on a variety of examples.

1. Introduction

Nonsmooth optimization techniques have been used recently to solve a number of difficult
problems in structured linear controller design [I, 4, 2, 18]. These design methods avoid using
Lyapunov variables whose size inflation is quadratic in the number of plant states. Consequently,
nonsmooth techniques continue to perform even for sizable systems whereas available BMI and
LMI-based techniques usually succumb. Another equally appealing feature is their flexibility to
cover a vast array of practical needs and situations in brute form, that is, as posed in practice
without resorting to often conservative relaxations.

One remarkable application of nonsmooth design techniques is to the synthesis of structured
controllers satisfying explicit time-domain specifications. Such constraints arise naturally in realis-
tic engineering problems, and involve rise and settling times, overshoot or undershoot, steady-state
error, input amplitude and rate constraints or other plant trajectory operational limits.
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It is noticeable that most of the existing linear controller synthesis methods fail to address
the above criteria directly. In frequency-domain methods such as H,, or H, techniques [21],
the designer tries to satisfy time-domain specifications by weighting well chosen performance
channels. Unfortunately, this leads to a complicate trial-and-error procedure followed by numerous
simulation checks which is always prone to failure. Similar comments apply to optimal control or
eigenstructure assignment techniques, see [14] and references therein.

Other approaches closely related to the work in this paper have been reported in the literature.
For example, an [-norm criterion has been used in [0, 20] to minimize the amplitude of a regulated
output in response to a specific bounded input, allowing to address overshoot and settling-time
specifications. Unfortunately, these techniques are often restricted to discrete-time SISO systems.
Similarly to convex optimization approaches in |5, 8|, they rely on the Youla parametrization
which generally leads to high-order controllers devoid of any particular physical structure.

In practical applications, designers are seeking solution controllers that are not only good in
a nominal situation or a specific test input but also for a family of plant modes or a collection of
test inputs. Multi-scenario design refers to the problem where all possible instances are grouped
together to form the design requirements. The present work extends our previous work in |3, 4]
to time-domain multi-scenario design: a single plant or possibly a plant family is subject to a
collection of test inputs and the responses so generated are called scenarios. The proposed design
technique computes a controller with prescribed structure such that time-domain performance
constraints are achieved for all scenarios. Given the inherent difficulty of the design problem,
only local solutions can be reached. We show in this paper through a variety of examples that
the apparent discomfort attached to the local nature of solutions is widely offset by practical
advantages.

The structure of the paper is as follows. The multi-scenario time-domain synthesis problem is
formalized in section 2.. The main ingredients of the proposed nonsmooth minimization technique
are reviewed in section 3.. Two realistic case studies are discussed in section 4.. In the first
application, a tracking and decoupling controller under control amplitude and rate constraints is
designed for a satellite launcher. As a second example, a fault-tolerant flight controller is designed
for a combat aircraft in challenging flight conditions. The reader is referred to the paper full
version and to |1, 2, 1] for further details on the proposed technique.

Notation

Let R™ ™ denote the space of n x m matrices. We use concepts from nonsmooth analysis
covered by [7]. For a locally Lipschitz function f : R® — R, df(z) denotes its Clarke subdifferential
at x while f'(z;h) stand for its directional derivative at z in the direction h. For functions of
two variables f(x,y), 01 f(x,y) will denote the Clarke subdifferential with respect to the first
variable. For differentiable functions f of two variables z and y the notation V, f(z,y) stands for
the gradient with respect to the first variable. The max operator applied to a vector v € R™ is
defined as maxv = max v;. The notation [.] applied to a scalar o denotes the threshold function

i=1,..,n
[a]; = max{0,a}. Its generalization to a vector v € R" is defined as [v]; = max{0, maxv} =
Juax [vil+-

yey
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2.  Multi-scenario time-domain synthesis set-up

Pep

 K(r)

Fig. 1. multi-scenario interconnection

To begin with, we first expose the general set-up for time-domain synthesis investigated in the
paper. The synthesis interconnection adopts the conventional description of the standard form
(u € R™ and y € RP?) with the following modifications, see Fig. 1. We consider a mulivalued
plant P(s) taking values in a finite family of linear plants P := {P' ..., PP}. Each plant P € P
obeys the familiar state-space description of the form

T A Bl BQ T
(1) z = 01 D11 D12 w
Y Co Day Dy u
where indexation ¢ = 1,...,p for signals and matrices is omitted for simplicity.
A plant P in the family P in feedback loop with a single controller K (s) is subject to one or
several input signals w selected in a finite signal generator set W := {w!,... w?}. The closed-

loop response of P € P to a signal w € W gives rise to a finite family of closed-loop responses
z € Z, where Z := {z',... 2"}. Practically speaking, the signal generator is made of typical
deterministic test inputs such as steps, ramps, sinusoids, etc. The above somewhat abstract
description is flexible enough to reflect situations in which a single plant is submitted to various
test signals as is the case when decoupling properties must be examined, or when the original
system is described by multiple operating conditions or faulty modes. The latter cases are often
referred to as multi-model control |13, 15] and reliable control [12, 17]. The proposed set-up also
accepts more complicate formulations where each plant in the family is tested against several
inputs. An instance of Z is called a scenario and a multi-scenario design technique consists in the
search of a controller K (s) such that appropriate time-domain specifications are achieved for all
instances z € Z.

Most practical design problems dictate the use of structured controllers such as PID, decentral-
ized, fixed-order, observer-based etc. It is thus convenient to introduce a controller parametrization
in state-space

_ | Ax(k) Brk(k)

2) RERT = K(R) = | 0l (a) Dr(r) |

with corresponding frequency-domain representation

K(s) = Cx(k)(sI — Ag(k)) ' Bg (k) + Dk (k).
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It is not restrictive to assume that the mapping K : RY — Rm2+k)x(p2+k) ig continuously differ-
entiable but otherwise arbitrary. See |1, 18] for some examples. In (2), x designates the design
variables and k stands for the order of the controller where the case k = 0 of a static controller is
included.

Multi-scenario design in the time-domain can be stated as: compute x € RY such that the
closed-loop time responses z € Z obtained with controller (k) meet envelope constraints of the
form

(3) L(t) < 2(t) < us(t), ¥t >0, V2 € Z,

where [, and u, are lower and upper bounds for z and are assumed piecewise constant in the
sequel. These bounds are illustrated as dashed lines in Fig. 2 for step following and amplitude
limitation specifications.

B

Fig. 2. shape constraints on system responses

Again for practical reasons, it may be useful to distinguish hard and soft constraints in (3).
We consider a partition of J := {1,...,r}, the index set of Z, into disjoint subsets S and H, i.e.,
J=SUH, SNH = (), where S should be seen as the index set for soft constraints and H the one
for hard constraints. Correspondingly, we have a partition of the set Z of closed-loop responses in
the form Z = Z45 U Zp. The notion of hard and soft constraints is clarified through the following
program:

minimize maxmax {[z(k,t) — u, ()]s, [[.(t) — 2(k,t)]+}

KERY 2€Zg >0
(4) subject to max z2(k,t) —u.(t) <0, z € 2y,

I?;E)Xlz(t) —2(k,t) <0, z € Zy.

A solution to program (4) necessarily meets the constraints associated with z € Zy while
constraints related to z € Zg will be achieved only when the objective function falls below 0. If
specifications on the signals z € Z are equally important, we shall use the simpler cast

inimi t) — u,(t L(t) — z(k,8)]4) .
(5) minimize max max {[(5,1) — u. ()], [1(0) = 2(5, 0]}
By virtue of their nonconvex and nonsmooth nature, programs (4) and (5) are difficult math-

ematical programming problems. A specialized nonsmooth optimization technique has been de-
veloped in [3, 2] and its key ingredients are recalled in section 3..
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Remark 1. For a single plant P, with specifications 1,(t) = u.(t) = 0, ¥t > 0 and a single
excitation signal w, Program (5) reduces to

nggﬂ@zze%lgaoxmax{[z(/ﬁ,t)]+, [—z(k,t)]+} -
Since max {[z(k,t)|+, [—2z(k,t)]+} = |2(k, )|, it becomes clear that our technique is closely related

to Loo /oo morm approaches, see [20] and references therein.

A classical approach consists in reformulating Program (/) as a smooth constrained nonlinear
program, see [15] for instance. However, the use of a specialized nonsmooth optimization technique
results in faster execution times, as discussed in [7].

o

3. Key ingredients in Nonsmooth optimization

In this section we recall the key ingredients of the nonsmooth optimization method used in
the experimental section 4. and refer the reader to |2] for a detailed discussion.
Introducing the notations

fo(h 1) i= max{[z(r, £) — u- (O], [L(0) = 2(k, )4}, 2 € Z5

and
9:(k,t) := max{z(k,t) — u,(t), l.(t) — z(k,t)}, z € Zy,

program (4) takes the more familiar form

minimize  f(k)
K

subject to g(k) <0,

(6)

with f(k) := maxX max f2(k,t) and g(k) := max m%xgz(/f,t).

€Zy t=
To solve the constrained program (6), we follow an idea in [16] and introduce the so-called
progress function for (6):
(7) F(r", k) = max{f (k") = f(5) = ng(K)1; 9(x") — g(k)1},

where p > 0 is some fixed parameter (with © = 1 a typical value), s represents the current iterate,
and k1 is the next iterate or a candidate for the next iterate. Excepting the case where & is a
minimum of the constraint violation g(%) > 0, it is shown in [1(] that critical points & of F(-, R)
will also be critical points of the original program (6). We refer the reader to [10] and [2] for an
in-depth discussion of this property.

The choice of the progress function in (7) leads to a so-called phase I/phase II method. As
long as the constraint g(x) < 0 is not satisfied, the right hand term in (7) is dominant and reducing
it amounts to reducing constraint violation. This is phase I, which ends successfully as soon as
a feasible iterate g(k*¥) < 0 has been found. Now phase II begins, and from now on iterates stay
(strictly) feasible, and the objective function is minimized at each step. Notice that the choice of
the constant ;> 0 may have an influence on the behavior of the method in phase I, but has been
fixed to 4 = 1 in our numerical implementation.

Our search for a point £ with 0 € 0, F (R, k) is based on an iterative descent procedure. Suppose
the current iterate x is such that 0 & 0, F(k, ). Then it is possible to reduce the function F(-, k)
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is a neighborhood of k, that is, to find k™ such that F(k*, k) < F(k,k). Replacing k by k', we
repeat the procedure. Unless 0 € 91 F(k, k1), in which case we are done, it is possible to find
k7T such that F(kTT, k1) < F(kT, k"), etc. The sequence s, kt, kT, ... so generated is expected
to converge to the sought local minimum & of (6).

We find a descent step x* away from the current s by solving a tangent program at . Its
name is derived from the fact that a first-order approximation F (-,k) of F(-,k) is built, which
provides a descent direction dk at k, that is, dy F'(k, k;dk) < 0, where d; F' denotes the directional
derivative of F(-, k) at s in direction dk. The next iterate is then k* = k + dk, or possibly
kT = Kk + adk for a suitable stepsize a € (0, 1) found by a backtracking line search.

3.1. Search directions from the tangent program

In order to generate a first-order approximation I (,k) of F(.,k) around k, we need the set
of so-called active times. To this aim, the entries of any z(k,t) where z € Zg are denoted «,(k, ).
Correspondingly, we use [,_(t) and u,,(t) to denote lower and upper bounds on «,, respectively,
and we introduce the violation functions:

oo (ks t) = max{[oz(k,t) = ta. (5, 1)) 4, [l (t) — az(k, )]+ }
(8) = max{a,(k,t) — uq.(t), lo. (K, t) — a,(t), 0}.

The set of active times for a given entry «, is then defined as the possibly empty set
To. (k) ={t >0:3a,, 2z € Zg, fo.(k,t) = f(k) > 0},

Note that the overall set Tf(k) of active times for f is obtained as the union of these sets and
Tt(k) = 0 means f(x) = 0, the minimum value of f has been reached.

A similar definition holds for the active times of the entries of z(k,t) for z € Zy. Denoting
these entries as (,(k,t) with lg (t) and ug,(t) as the respective lower and upper bounds, and
defining the violation functions

(9) gﬂz("{’? t) = max{ﬁZ('%a t) — Ug, ('%a t)> lﬁz (t) - QZ("@ t)}v
leads to the potentially empty sets
Ts. (k) :={t>0:35., z € 2y, gs.(k,t) = g(k) > 0},

As before, the set T, (k) of active times for ¢ is obtained as the union of these sets and T,(k) = 0)
means that g(x) <0, the constraints are met.

As a rule the sets T, (k) and T, (k) are finite and we make this assumption from now on
(see our discussion in [3]). To begin with, consider the function f and the case f(x) > 0, because
for f(k) = 0 there is nothing to optimize. A better tangent model for f as well as for g and
therefore better descent steps are obtained if we consider finite extensions T (x) and T§ (x) of
the active sets T, (k) and T, (k), respectively. The idea behind these extensions is that enriched
sets of times yield better approximations of closed-loop responses, hence a better tangent model.
Since the proposed technique offers great flexibility to build such extensions, while guaranteeing
convergence |2|, a general characterization is the following. As an extension the active set T (x)
will contain T, (), and may include additional samples with the property:
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Vt € Ty (k) either a;(k,t) — uq, (t) > 0 or Iy, (K,t) — a(t) > 0.

For all such ¢, the functions f,, in (8) are differentiable in a neighborhood of x since only one
branch among three can be active in the second equation of expression (8). We infer

| Via(k,t) if (K, t) > Uq. (1)
Vicfo. (8 1) = { Ve (ko) if Lo (t) > (k. t)

For all z € Zg and t € T} (x), we collect all pairs (¢7, @5) := (fa.(,1), Vi fa.(k,t)) and denote
this finite set as Wy.

A similar procedure is applied to the constraint function g. The definition of the extension
set T3 (k) parallels that of T (k). We infer that on such sets

[ VeBst) i B0 0) > ug ()
Vigs. (k1) = { V. Bk t) if lg.(t) > 6z(fi,t

)
For all z € Zy and t € T§ (x), we collect all pairs (¢g, D) := (gs.(k,t), Vigp.(k, 1)) and denote
this finite set as W,.
A tangent model of F(.,k) at k is then constructed by using first-order approximations of
each branch of the max-function in (7). Since the extension sets T (x) and T () contain their
corresponding active sets, it is straightforward to see that f and g can be expressed as

K):= max max fo. (K1), K):= max max gg,(k,t).
f( ) {az:zEZS}Tg;z(fi)f ( ) g< ) {ﬁz:ZEZH}ng(n)gﬂ< )

With this preparation, a first-order approximation is obtained as
F K+ h, k)= max{ max — f(k) — k) +®Th, max ¢, —g(k +<I>Th},
( ) o, DA%, ¢y — [(r) = pg(k)+ + Py o, e Py 9(k)+ + P,

where h is the displacement in the controller parameter space R?. Indeed, for an a,(k,t) the
first-order approximation of f,_(k + h,t) is fo.(k + h,t) & fo.(K,t) + Vi fa. (K, t)Th, which leads
to the term ¢y + @?h on the left hand branch of F , and similarly for g and its branches on the
right. This gives the tangent program

(10) migi%lize F(k+h, k) + S||r)?,  with 6 > 0.
cRy

It is worth noticing that an equivalent formulation for (10) is the following

minimize t+ 3||h|?
t,heRd
(11) subject to  ¢f — f(K) — pg(Kr)+ + @?h < t, Yo, ©p) € Wy,
by — g(K)+ + CIDQTh < t, V(¢pg, @,) €W,.

Program (11) is a standard convex quadratic program (CQP), and can be efficiently solved
using currently available codes. Current state-of-the-art CQP codes solve problems involving
several hundreds of variables and constraints in less than a second. Note that the quadratic term
in (10) can be used to capture second-order information, or it may be interpreted as a trust region
radius management parameter. We refer the reader to |1, 2, 18] for more eleborate variations of
the present technique, and to Polak [16] for a general view on phase I/phase II methods. The key
facts about (10) or (11) have been established in [!] and we state them here without proof:
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e The fact that extension sets contain active sets ensures that the solution to (10) is a descent
direction of F(.,k) at k. If it happens that h = 0, then 0 € 0, F(k, k), and we are done.
Clearly, a stopping test may be based on the solution to the tangent program.

e The direction h can be used in an Armijo line search |1 1] defined by a step « in direction h
with:
F(k+ah,k) — F(k, k) < yaF'(.,k)(k; h),

where 0 < 7 < 1, which terminates after finitely many steplength trials a € (0, 1].

Here in both items we use the fact that 9, F(k, k) = 0, F (k, k).
Having described the main features of our algorithm, we can state the pseudo-code:

Algorithm 1 nonsmooth algorithm for program (4)

Parameters: 6 > 0,0 < 3,7 < 1.
1: initialize. Select initial x!.
2. stopping test. At counter j, stop if 0 € 8, F (7, x?) and return x7. Otherwise continue.
3: compute descent direction. At counter j solve tangent programs (10) or (11)
min F (&7 + h, &) + 8|0
heRY
Solution is the search direction h.
4: line search. Find a = ¥, v € N, satisfying the Armijo condition
F(k 4+ ah, k') — F(k, k') < yaF'(-, k") (k?, h) < 0.
5. update. Put x’*! = ¥/ + ah, increase counter j by 1 and loop back to step 2.

3.2. Implementation details

Similarly to iterative feedback tuning (IF'T), the proposed technique relies on simulations to
compute function values as well as trajectories gradients. A comprehensive discussion on how
this can be done is presented in [0, 10, 3|. This is generally the costly part of the technique
since dim k = ¢ simulations for each scenario may be required in order to form the trajectories
gradients. As in practice the plant trajectories are only inspected on a finite horizon, the half-line
t > 0 should be replaced with ¢ € [0, T] everywhere in the text.

Although simulations can be performed using a general-purpose ordinary differential equation
solver, it is computationally more efficient for LTI systems to use the classical discrete state-
propagation approach, as in the MATLAB function LSIM. This method is particularly appealing
here because the simulation scenarios for a given plant in the family only differ by their input
signals and consequently the dynamic equation

x:Ax—l—Blw—i-Bgu
needs only be discretized once to get the simulation dynamics
Lh4+1 = Adxk + Bfwk + Bguk .

A reduction in execution time is then achieved since the data A% B¢ and B can be recycled for
each scenario and the rest of the computation amounts to simple matrix vector products. We
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note further that the outlined procedure is amenable to parallel computing because scenarios are
typically independent.

The nonsmooth technique offers the flexibility to update the simulation horizon and the sam-
pling time along the iterations, which is in contrast with the classical smooth approach in [15].

A further important question is how to build the extension sets T and T which determine
the tangent program (10) and thereby the behavior of the nonsmooth algorithm. As illustrated in
Fig. 2, different strategies are used for soft and hard constraints. Selected samples are represented
in the figure by ‘x’ symbols. In the soft constraints case, represented on the left, T comprises
the set of active times plus some extra samples for which constraints are violated. This is easily
obtained by decimating samples provided by the numerical integrator. The extension set T ,
in the hard constraints case on the right, is built analogously but also includes extrema of (3,
satisfying the constraints envelope. The idea here is to feed the tangent program with first-order
information of g even during phase II. In return this helps preventing iterates to get stuck on the
feasibility boundary.

4. Applications

The simulations and computations for the case studies presented in this section have been
performed with the Matlab environment running on a 2.8GHz Pentium D processor with 1Gb
RAM. Our code has been developed essentially using Matlab, with Fortran being used for the
CQP tangent problem (10) to minimize the main performance bottlenecks.

4.1. Reliable flight controller

Fig. 3. closed-loop system block diagram representation

In the next example, we design a reliable flight control system for an F-16 aircraft performing
high angle-of-attack maneuvers. This problem has been studied in [12] from which we borrow the
model data. The primary design goal is to synthesize a stabilizing controller achieving tracking
performances for the stability axis roll rate ji,.,;, the angle-of-attack a and the sideslip angle § of
the aircraft. The control system configuration is clarified in Fig. 3, with

(12) =1 e a B].
All the aircraft states are assumed available for feedback:

(13) xT:ygz[quvpr],
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where p, ¢, r are respectively the roll, pitch and yaw rates, and v, w and u are the y, z and x-body
axis velocities, respectively. The control vector is given as

(14) u” = [ Onr Ont Oar Oar Oy } )

where 0y, On1, Oar, 0q and 0, are the deflections of the right and left stabilators, the right and left
ailerons and the rudder, respectively, which yields K, € R3*¢ and K; € R5*3,

Given that the combat aircraft evolves in critical high angle-of-attack flight conditions, kine-
matics and inertial coupling phenomena become important and the control law must achieve
substantial decoupling of the various channels. Additionally, the solution must guarantee closed-
loop stability and satisfactory performance for any of the operation modes in table 1 in order to
be eligible as a reliable controller. The linearized models P° and P3 were given in [12].

Table 1. nominal and failure modes for the F-16

mode type description

nominal operation: P(s) = P%s),

failure of the right stabilator: P(s) = P°(s) x diag(0,1,1,1,1),
failure of the left stabilator: P(s) = P%(s) x diag(1,0,1,1,1),
failure of the right aileron: P(s) = P°(s) x diag(1,1,0,1,1),
failure of the left aileron: P(s) = P°(s) x diag(1,1,1,0,1),
75 % symetrical impairment of the stabilators: P(s) = P3(s),

failure in one of the redundant controllers. P(s) = P°s) x 0.515,

Note that the controller must achieve adequate performance not only in the nominal mode
but also when either one of the failures occurs. This leads to defining 3 test inputs w = rt, r? or
r® described as follows:

o(t) 0 0
(15) ri(t) = 0 , )= o) |, )= ,
0 0 o(t)

where o(t) stands for the unit step. Altogether, we have 3 scenarios for each mode in order to
assess tracking and decoupling properties for fi..;, a and [, thus giving a total of 21 scenarios.
Clearly this a complicated problem involving multiple plant modes as well as multiple test inputs.
This is readily incorporated within the general framework of section 2. upon defining the same
test input signals as in (15) for all plants in table 1.

Additionally, it is adopted the two redundant controllers configuration depicted, following a
passive redundancy strategy. Aiming to make the system reliable against an eventual failure of
the controller, passive redundancy uses multiple controllers operating simultaneously in closed-
loop, see [19] and the references therein. In the present example, closed-loop system stability and
adequate performance must be preserved even if one of the controllers fails, as represented by the
last failure mode in table 1. Note that multicontroller configurations can be easily handled by the
nonsmooth technique.

For a unit step, control magnitudes and rates are limited to 15°/s and to 7.5°.
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F16 problem
T T

10 20 30 40 50 60 70 80
iteration #

(b)
Fig. 4. progress of cost and constraints functions: f (solid) and g (dash-dot)

The nonsmooth technique finds a locally optimal solution after 90 iterations corresponding to
20 minutes of cputime. Fig. 4(b) displays the evolution of functions f and ¢ in (4) throughout the
iterations sequence. We observe that hard constraints are satisfied right after the first iteration,
and remain feasible in phase II until termination as theoretically predicted. The final controller
found by the nonsmooth algorithm is described as:

—1.145 —3.934 —0.2693 | —0.06981 0.8754 22.34 0.003559 3.392  —4.083

—1.145 —-3.934 —0.2693 | —0.06981 0.8754 22.34 0.003559 3.392  —4.083

(16) [ K; K ]: - 15 0.003514 1.798 0.1032 —0.03847 2,971  —-0.7699 58.32 6.262
15 —0.003514 —1.798 —0.1032 0.03847 —2.971 0.7699 —58.32 —6.262

—5.004 —0.3631 15 0.1545  0.009585 8.99 —2.486 13.7 110.5

Figs. 5 to 7 show the closed-loop responses with the nonsmooth controller (16) for each of the
seven operation modes, together with the closed-loop response under 25% and 50% impairment of
the stabilators. The synthesized controller guarantees good closed-loop nominal behavior, but also
closed-loop stability with limited performance deterioration even in the event of extreme failures,
indicating that a reliable design has been obtained. The worst performance degradation case
corresponds to the angle-of-attack tracking response under 75% impairment of the stabilators, a
rather critical situation, see the central plot in Fig. 6. As expected, closed-loop responses remain
satisfactory under 25% and 50% impairment of the stabilitators, even though these scenarios have
not been explicitly included in the synthesis requirements. Finally, all control rate constraints are
met since they were formulated as hard constraints.

Conclusion

In practical applications designers are seeking solution controllers that are not only good for a
single scenario but for a collection of scenarios grouped together to form the design requirements.
In this paper, we have discussed a specialized nonsmooth optimization technique to address this
challenging problem class in time domain. The outcome is a more flexible design tool than
traditional control design techniques since the problem is handled in brute form as posed in
practice without resorting to often conservative relaxations. The proposed scenario approach
also allows for a detailed analysis of each scenario individually thereby revealing the main design
difficulties. Multi-scenario design is a very challenging problem for which only local solutions
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Fig. 5. closed-loop responses for a stability-axis roll rate step command (nom-
inal: solid)
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Fig. 6. closed-loop responses for an angle-of-attack step command (nominal:

solid)
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Fig. 7. closed-loop responses for a sideslip angle step command (nominal: solid)

can be reached. Despite inherent obstacles, we have shown through various case studies that the
proposed technique is an effective design tool to elaborate valid practical solutions.
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