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Abstract

A new Branch and Bound (BB) algorithm for solving a general class of Bilinear Matrix Inequality (BMI) problem is proposed. First, Linear Matrix Inequality (LMI) constraints are incorporated into BMI constraints in a special way to take advantage of useful informations on nonconvex terms. Then, the nonconvexity of BMI is centralized in coupling constraints so that when the latter are omitted, we get a relaxed LMI problem for computing lower bounds. As in our previous developments, the branching is performed in a reduced dimensional space of complicating variables. This makes the approach practical even with a large dimension of overall variables. Applications of the algorithm to several test problems of robust control are discussed.

1 Introduction

In this paper, we shall focus on the following BMI optimization problem

\[
\begin{align*}
\min_{x,y} & \quad \langle c, x \rangle + \langle d, y \rangle : \\
F_0 + \sum_{i=1}^{N_1} x_i F_{i0} + \sum_{j=1}^{N_2} y_j F_{0j} + \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} x_i y_j F_{ij} & < 0, \\
G_0 + \sum_{j=1}^{N_2} y_j G_{.j} & \leq 0,
\end{align*}
\]

\[x \in [a, b], \quad [a, b] \subset \mathbb{R}^{N_1}, \quad a > 0,
\]

where \(F_{ij}, G_i\) are symmetric matrices, \(c \in \mathbb{R}^{N_1}\), \(d \in \mathbb{R}^{N_2}\), and the interval inclusion (4) must be understood componentwise, that is, \(a_i \leq x_i \leq b_i, \quad i = 1, \ldots, N_1\). Here (2) is BMI in \((x, y)\), while (3) is an LMI in \(y\). From a practical point of view, we can assume that the set of feasible solutions to the LMI (3) is compact.
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Clearly, the constraint
\[ y \in [c, d] \subset R^{N_2}, c > 0 \]  
(5)
is a particular case of LMI constraint (3). The simpler feasibility problem (BFP) comprising (2), (4) and (5) has been first considered in [8], using general-purpose BB procedures. It has been later improved in [5] with a tighter relaxation inspired by indefinite BB procedures results [12, 13, 1, 9]. The branching in [8, 5] and most related works is performed in the space of all variables \((x, y)\) of dimension \(N_1 + N_2\). This entails serious limitations for the practicability of these results in the control field. Indeed, BMIs arising from control problems have large \(N_1 + N_2\) even in the simplest applications. This fact is also well recognized in global optimization. The efficiency of a global optimization algorithm critically depends on the used branching space and this motivates the development of recent decomposition methods in global optimization (see e.g. [10, 21]). This idea is natural since in general the iteration number of a BB algorithm is mainly sensitive to the branching space dimension. In [18] the following fundamental features of BFP (2), (4)-(5) has been used: it becomes just convex LMI feasibility problem when either variable \(x\) or variable \(y\) is held fixed. Thus, assuming \(N_1 \leq N_2\) (when \(N_1 > N_2\) we just exchange the roles of \(x\) and \(y\)) only \(x\) can be regarded as the complicating variables responsible for the hardness/nonconvexity of BFP and hence \(N_1\) is regarded as the nonconvex rank of BFP (2), (4) and (5) [10]. As a result, the branching in [18] is performed only in the space of complicating variables \(x\) that makes the algorithm practical even for the case of large \(N_1 + N_2\), providing the nonconvex rank of BFP (\(\min\{N_1, N_2\}\)) is low. The algorithm of [18] has been used successfully in [16] for solving BMIs arising from robust constrained nonlinear control problems.

On the other hand, one can see that forms like (2), (4) and (5) are not the best way for expressing BMIs arising from control problems. Instead, form (2)-(4) is more natural and preferable. Of course, one may argue that LMI (3) is a particular case of BMI (2) meaning that (2)-(4) can be equivalently recast as (4 and (3). This transformation, however, obliterate the useful LMI structure of (3). On the other hand, the well-known bounding techniques of global optimization [12, 13, 1, 9] used in [5, 18] exploit the box structure of constraints (4) and (5) to handle the nonconvex constraint (2). Alternatively, in [20], BFP (2)-(3) is transformed into a special form, whose dual Lagrangian is an LMI optimization program used for computing lower bounds. The idea of [20] is that as the space of complicating variables is iteratively partitioned, the resulting nonconvex duality gap is reduced and this constitutes the basis for the convergence of the algorithm.

In this paper, similarly to [18, 20] the branching is performed only in the \(x\)-space of complicating variables instead of the entire space of \((x, y)\). With a new direct bounding technique, we propose a novel BB algorithm solving problem (1)-(4), which is practical even for large dimension of \(y\) provided that the dimension of \(x\) is relatively small. Our idea here is to exploit maximally LMI constraints (3) to draw useful informations on the nonconvex terms \(x_i y_j\) causing the nonconvexity of (2). Then, the nonconvexity of BMI is reflected in these coupling constraints. When they are omitted, we get a relaxed LMI problem, useful for lower bound computations.

The organization of the paper is as follows. Section 2 gives some BMI characterizations of LMI constraints which serve as the basic tool for developing the BB method in Section 3. BMI feasibility problems are discussed in Section 4. Finally, Section 5 provides numerical
examples illustrating the viability of our method.

2  BMI unification for LMI constraints

Set

\[ w_{ij} = x_i y_j, \quad i = 1, \ldots, N_1, j = 1, \ldots, N_2 \]

then (1)-(4) is equivalent to

\[ \min_{x,y,w_{ij}} \left\{ \langle c, x \rangle + \langle d, y \rangle : (3), (4), (6), \right\} \]

\[ F_{00} + \sum_{i=1}^{N_1} x_i F_{i0} + \sum_{j=1}^{N_2} y_j F_{0j} + \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} w_{ij} F_{ij} < 0. \]

(7)

Thus the difficulty of problem (7) is concentrated in the nonconvex constraint (6). For bounding, we have to compute a lower bound of (7) for

\[ x \in M = [p, q], \quad q > p, \]

(8)

with a given box or hyper-rectangle \( M = [p, q] \subset [a, b] \).

Our new idea here is to recast LMI constraints (3) and (8) independent of \( x_i y_j \) into new LMI constraints involving the coupling \( x_i y_j \). Thus, by setting \( w_{ij} = x_i y_j \) we will get a tight relaxed problem for computing a lower bound of (7) over \( x \in [p, q] \).

**Proposition 1** LMI constraints (3) and (8) are equivalent to the BMI constraints

\[ (x_i - p_i) [G_0 + \sum_{j=1}^{N_2} y_j G_j] \leq 0; \quad (q_i - x_i) [G_0 + \sum_{j=1}^{N_2} y_j G_j] \leq 0. \]

(9)

**Proof** Since the implication (3), (8) \( \Rightarrow \) (9) is obvious, let us prove the reverse implication. By (9),

\[ (q_i - p_i) [G_0 + \sum_{j=1}^{N_2} y_j G_j] = (q_i - x_i) [G_0 + \sum_{j=1}^{N_2} y_j G_j] + (x_i - p_i) [G_0 + \sum_{j=1}^{N_2} y_j G_j] \leq 0 \]

and since \( q_i > p_i \), we have (3). Then (3) and (9) imply (8).

Using (6), we can rewrite (9) as (6) with

\[ x_i G_0 - p_i [G_0 + \sum_{j=1}^{N_2} y_j G_j] + \sum_{j=1}^{N_2} w_{ij} G_j \leq 0; \]

\[ -x_i G_0 + q_i [G_0 + \sum_{j=1}^{N_2} y_j G_j] - \sum_{j=1}^{N_2} w_{ij} G_j \leq 0. \]

(10)

Hereafter, we shall use the definitions:

\[ r_j = \min \{y_j|(3)\}, \quad s_j = \max \{y_j|(3)\}. \]

(11)

The following proposition is central in the proposed approach.
Proposition 2 With the definitions (11), the constraints (10) implies
\begin{align}
pi y_j - w_{ij} - pi r_j + r_j x_i &\leq 0, \\
p_i s_j - x_is_j - pi y_j + w_{ij} &\leq 0, \\
x_is_j - q_i s_j - w_{ij} + q_i y_j &\leq 0, \\
w_{ij} - q_i y_j - x_i r_j + q_i r_j &\leq 0.
\end{align}

Proof Let \( e^j \) denote the \( j \)th unit vector in \( R^{N_2} \). By the Duality Theorem of Semi-Definite Programming, there are matrices \( Z \) and \( Z_1 \) such that
\begin{align}
\text{Trace}(ZG_0) &= r_j, Z \geq 0,
(\text{Trace}(ZG_1), \text{Trace}(ZG_2), \ldots, \text{Trace}(ZG_{N_2}))' = -e^j, \\
\text{Trace}(Z_1 G_0) &= -s_j, Z_1 \geq 0,
(\text{Trace}(Z_1 G_1), \text{Trace}(Z_1 G_2), \ldots, \text{Trace}(Z_1 G_{N_2}))' = e^j.
\end{align}

Using (16) and the first LMI in (10) we have
\[
0 \geq \text{Trace}[Z(x_i G_0 - p_i(G_0 + \sum_{j=1}^{N_2} y_j G_j) + \sum_{j=1}^{N_2} w_{ij} G_j)]
= x_i \text{Trace}(ZG_0) - p_i [\text{Trace}(ZG_0) + \sum_{j=1}^{N_2} y_j \text{Trace}(ZG_j)] + \sum_{j=1}^{N_2} \text{Trace}(ZG_j)
= x_i r_j - p_i r_j + p_i y_j - w_{ij},
\]
which leads (12).

Analogously, (15) is a consequence of (16) and the second LMI in (10), while (13) ((14), resp.) follows from (17) and the first (the second, resp.) LMI in (10).

The main result in this section is the following theorem.

Theorem 1 (i) \((x, y)\) is feasible for the constraints (3) and (8) if and only if there exists a symmetric matrix \( W = [w_{ij}] \) such that \((x, y, W)\) satisfies (10).

(ii) If \((x, y, W)\) is feasible for (10) with \( x_i \in \{p_i, q_i\} \) then \((x, y, W)\) is feasible for (6).

Proof It is obvious that if \((x, y)\) is feasible for (3) and (8) then \((x, y, W)\) with \( W = [x_i y_j] \) is feasible for (10). Now, suppose \((x, y, W)\) is feasible for (10). Then add the first and the second LMIs of (10). We get (3) since \( q_i \geq p_i \). Moreover, by (12)-(13),
\begin{align}
pi y_j - pi r_j + r_j x_i &\leq w_{ij} \leq -pi s_j + x_i s_j + pi y_j \\
\Rightarrow r_j(x_i - p_i) &\leq s_j(x_i - p_i) \\
\Rightarrow (r_j - s_j)(x_i - p_i) &\leq 0 \\
\Rightarrow x_i &\geq p_i
\end{align}

Analogously, (14)-(15) imply \( x_i \leq q_i \). Hence (8) is proved. Thus, the part (i) of the above Theorem has been proved.

To prove the part (ii), note that when \( x_i = p_i \) then (18) implies \( w_{ij} = pi y_j = x_i y_j \), i.e. \((x_i, y_j)\) satisfies (6). Analogously, with \( x_i = q_i \) then (14)-(15) gives \( w_{ij} = q_i y_j = x_i y_j \). The proof is thus complete.
The equivalence between (3), (8) and (10) in Theorem 1 will be very important for computing upper bounds and in the subdivision strategy of our method.

Before closing this section, let us mention the following useful consequence of Theorem 1.

**Corollary 1** A matrix $P$ and scalar $\lambda$ satisfies conditions

$$\lambda \in [\lambda_1, \lambda_2], \quad ||P - P_0|| \leq \nu,$$  \hspace{1cm} (19)

if and only if there is a matrix $W$ of the same size of $P$ such that $(W, P, \lambda)$ is feasible for the LMIs

$$
\begin{bmatrix}
(\lambda - \lambda_1)\nu I & W - \lambda_1 P - (\lambda - \lambda_1)P_0 \\
W' - \lambda_1 P' - (\lambda - \lambda_1)P'_0 & (\lambda - \lambda_1)\nu I \\
(\lambda - \lambda_2)\nu I & \lambda_2 P - W - (\lambda_2 - \lambda)P_0 \\
\lambda_2 P' - W' - (\lambda_2 - \lambda)P'_0 & (\lambda_2 - \lambda)\nu I
\end{bmatrix} \succeq 0
$$

(20)

Moreover, if $(W, P, \lambda)$ is feasible for (20) with $\lambda \in \{\lambda_1, \lambda_2\}$ then

$$W = \lambda P.$$  \hspace{1cm} (21)

Thus, instead of separately handling each element of matrix variables $W$ and $P$ in (19), which may destroy their useful structures and results in many linear constraints, the result in Corollary 1 maximally exploits the matrix structures of variables and is very convenient in the LMI-based setting. Interestingly enough, the well-known techniques of indefinite quadratic program (see e.g. [12, 21]) used in [5, 20] are unable to handle nonconvex constraints like (21).

## 3 BB Algorithm

Returning back to (7), by considering $x$ as the complicating variables, we shall solve BFP by a BB method in which branching is upon $x$.

### Bounding

With a given $M = [p, q] \in [a, b]$, we have to compute a lower bound of problem (7) for $x \in M$. By Theorem 1, the exact optimal value $\gamma(M)$ of (7) for $x \in M$ is computed by the nonconvex program

$$CQ(M) \left\{ \begin{array}{l}
\min_{x, y, w, j} \langle c, x \rangle + \langle d, y \rangle : (8), (6), (10), \\
F_{00} + \sum_{i=1}^{N_1} x_i F_{i0} + \sum_{j=1}^{N_2} y_j F_{0j} + \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} w_{ij} F_{ij} < 0.
\end{array} \right. $$  \hspace{1cm} (22)

Thus, by merely omitting the nonconvex constraint (6) in $CQ(M)$, we get the following LMI optimization problem which trivially provides a lower bound $\beta(M)$ for (22),

$$LB(M) \min_{x, y, w, j} \langle c, x \rangle + \langle d, y \rangle : (22), (8), (10).$$  \hspace{1cm} (23)
Let \((x(M), y(M), W(M))\) be an optimal solution of LB(M) (23), then an upper bound of (7) is provided by the following LMI program

\[
UB(M) \left\{ \begin{array}{l}
\min_{x,y,w,i,j} \langle c, x(M) \rangle + \langle d, y \rangle : (3), \\
F_{00} + \sum_{i=1}^{N_1} x_i(M) F_{i0} + \sum_{j=1}^{N_2} y_j F_{0j} + \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} x_i(M) y_j F_{ij} < 0.
\end{array} \right.
\] (24)

Branching

Let \(M = [p, q]\) be the candidate for further subdivision at a given iteration and let \((x(M), y(M), W(M))\) be an optimal solution of LB(M) as before. In view of Theorem 1, if \(x_i(M) \in \{p_i, q_i\}, i = 1, 2, ..., N_1\), then \((x(M), y(M), W(M))\) satisfies (6), i.e. \(\beta(M)\) is the exact minimum of \(CP(M)\) and thus provides the global minimum value of (7) in our BB process. Thus, to speed up the algorithm, we provide the following subdivision rule.

**Subdivision rule.** Define

\[
\begin{align*}
\mu_i &= \min \{x_i(M) - p_i, q_i - x_i(M)\}, \ i = 1, 2, ..., N_1, \\
i_M &= \arg \max_{i=1,2,\ldots,N_1} \mu_i
\end{align*}
\] (25)

Subdivide \(M\) by the line \(x_{i_M} = x_{i_M}(M)\).

We are now in a position to state our algorithm for solving the global optimal value of problem (1)-(4) with a given tolerance \(\epsilon > 0\).

**BMI optimization Algorithm**

**Initialization.** Start with \(M_0 = [a,b]\) and \(\gamma^0 = +\infty\) and any feasible solution \((x^0, y^0)\) of (3)-(4). Set \(S_1 = N_1 = \{M_0\}\). Set \(\kappa = 1\).

**Step 1.** For each \(M \in N_\kappa\) solve LB(M) to obtain the optimal value \(\beta(M)\) and an optimal solution \((x(M), y(M), W(M))\). Solve \(UB(M)\) to update the best current value \(\gamma^\kappa\) with the corresponding current best solution \((x^\kappa, y^\kappa)\).

**Step 2.** In \(S_\kappa\) delete all \(M\) such that \(\beta(M) \geq \gamma^\kappa - \epsilon\). Let \(R_\kappa\) be the set of remaining rectangles. If \(R_\kappa = \emptyset\), terminate: \(\gamma^\kappa\) is the \(\epsilon\)-suboptimal value with the corresponding solution \((x^\kappa, y^\kappa)\).

**Step 3.** Choose \(M_\kappa \in \arg\min\{\beta(M) | M \in R_\kappa\}\) and divide it into two smaller rectangles \(M_{\kappa,1}, M_{\kappa,2}\) according to the above subdivision rule. Let \(N_{\kappa+1} = \{M_{\kappa,1}, M_{\kappa,2}\}\), \(S_{\kappa+1} = (R_\kappa \setminus M_\kappa) \cup N_{\kappa+1}\).

Set \(\kappa \leftarrow \kappa + 1\) and go back to Step 1.

The (global) convergence of the above algorithm is proved in the following theorem.
Theorem 2 The above algorithm will terminate after a finitely many iterations, yielding the $\varepsilon$--suboptimal value of problem (7).

Proof Suppose that the algorithm is infinite. Then by [21, Th. 5.5], the above subdivision rules guarantees that the algorithm generates a nested of rectangles $M_r = [p^r, q^r] \rightarrow M^* = [p^*, q^*]$ such that $x(M_r) \rightarrow x^*$ with $x_i \in \{p_i^r, q_i^r\}, i = 1, 2, ..., N_1$. Thus, as mentioned before $\beta(M^*) = \gamma(M^*) \geq \gamma^*$, where $\gamma^*$ is the global minimal value of (1)-(4). But by construction procedure in Step 2, we have $\beta(M_r) < \gamma^* - \varepsilon$ by which we infer $\beta(M^*) \leq \gamma^* - \varepsilon$, a contradiction. \qed

4 Remarks on the feasibility problems

An important particular case of BMI optimization problem (1)-(4) is the problem of checking the feasibility of system (2)-(4). This can be reduced to the form

$$
\min t : F_{00} + \sum_{i=1}^{N_1} x_i F_{i0} + \sum_{j=1}^{N_2} y_j F_{0j} + \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} x_i y_j F_{ij} < t I,
$$

(3), (4) (26)

Obviously, the system (2)-(4) is feasible if and only if the optimal value $t^*$ of (26) is negative. However, in contrast to the optimization problem (1)-(4), we can stop our search as soon as we can draw the conclusion $t^* < 0$ or $t^* > 0$, without reaching the exact value of $t^*$. Also, the following features can be exploited. For every $M$, $LB(M)$ is adjusted to

$$
\min t : F_{00} + \sum_{i=1}^{N_1} x_i F_{i0} + \sum_{j=1}^{N_2} y_j F_{0j} + \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} w_{ij} F_{ij} < t I,
$$

(8), (10) (27)

Set

$$
f(x, y) = \lambda_{\text{max}}[F_{00} + \sum_{i=1}^{N_1} x_i F_{i0} + \sum_{j=1}^{N_2} y_j F_{0j} + \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} x_i y_j F_{ij}]
$$

where $\lambda_{\text{max}}[.]$ stands for the maximal eigenvalue of a symmetric matrix. It is obvious that the optimal solution $(x(M), y(M))$ of (27) is feasible for (3), (4) and by Proposition 2, $(\bar{x}(M), y(M))$ with $\bar{x}_i(M) = \frac{w_{ij}(M)}{y_j(M)}$ is feasible for (3) and (4) too. Thus we can use both $f(x(M), y(M))$ and $f(\bar{x}(M), y(M))$ for updating the upper bound for BB process solving (26) instead of solving a LMI optimization problem like $UB(M)$.

5 Numerical examples

5.1 Linear Parameter-Varying system analysis

Consider the linear time-varying system

$$
\dot{x} = A(t), \ A(t) \in \text{convex hull}\{A_1, A_2\}
$$

(28)
with given matrices $A_1, A_2$ of dimension $n \times n$. In the last few years, linear time-varying as well as gain-scheduling systems have motivated new interests for developing tools (see e.g. [2] and references therein). The main issue here is how to choose an appropriate Lyapunov function for checking the stability of the system (28). It is known that fixed quadratic Lyapunov functions $V(x) = x'Px$ with some positive definite matrix $P$ may lead to very conservative answers. In [3, 19] parameter-dependent Lyapunov functions have been used. This way, the stability analysis problem is recast as the feasibility problem of parameterized LMIs. An alternative method for the stability problem of (28) has been considered in [23] by means of piecewise quadratic Lyapunov functions of the forms

$$V(x) = \max \{x'P_1x, x'P_2x\}, \quad P_1 > 0, \quad P_2 > 0$$

or

$$V(x) = \min \{x'P_1x, x'P_2x\}, \quad P_1 > 0, \quad P_2 > 0.$$  

Using so called $S$-procedure with a variable reduction technique, it is shown [23] that system (28) is stable if and only if the following matrix inequality conditions with decision variables $P_1, P_2, \delta_1, \delta_2$ are feasible

$$\begin{align*}
(1 - \delta_2)(A_1'P_2 + P_2A_1) + \delta_2(P_2 - P_1) &< 0 \\
(1 - \delta_1)(A_2'P_1 + P_1A_2) - \delta_1(P_2 - P_1) &< 0, \\
A_1'P_1 + P_1A_1 &< 0, \quad A_2'P_2 + P_2A_2 &< 0, \quad 0 < P_1 < I, \quad 0 < P_2 < I, \\
0 &\leq \delta_i \leq 1, \quad i = 1, 2
\end{align*}$$

Now it is clear that (31)-(34) has the exact form of (2)-(4) where $(\delta_1, \delta_2)$ are the complicating variables. Thus the nonconvexity rank of (31)-(34) is just 2 while the overall problem dimension is $n(n + 1) + 2$, thus much larger. Hence our BB algorithm is readily applied to solve (31)-(34) independently of the dimension $n$ of matrices in (28), whereas most earlier algorithms of [8, 11, 5] have a trouble even for the smallest dimension $n = 2$ since they require branching performed in the space of dimension $n(n + 1) + 2 = 8$. It is also clear that rewriting (31)-(34) in form (2)-(5) for applying the results of [8, 11, 5] will destroy some useful LMI structure of (33).

Take the following data from [23]

$$A_1 = \begin{bmatrix} 0 & 1 \\ -2 & -1 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & 1 \\ -2 - k & -1 \end{bmatrix}$$

In [23], the authors used an heuristic gridding method with sampling interval 0.1 for $(\delta_1, \delta_2)$ to solve (31)-(34) and found the largest $k > 0$ such that the corresponding conditions (31)-(34) are feasible. $k = 4.7$ has been obtained this way with $(\delta_1, \delta_2) = (0.9, 0.8)$. It is obvious that such a method requires solving not only many LMI problems but also is likely to miss the optimal solutions. In contrast, our BB algorithm found, after a few iterations, that the maximal value of $k$ is $k = 4.75$. For this $k$, a solution to (31)-(34) is

$$\begin{align*}
\delta_1 &= 0.85775, \quad \delta_2 = 0.79578, \\
P_1 &= \begin{bmatrix} 0.93375 & 0.16119 \\ 0.16119 & 0.23355 \end{bmatrix}, \quad P_2 = \begin{bmatrix} 0.99311 & 0.07355 \\ 0.07355 & 0.21465 \end{bmatrix}
\end{align*}$$

Note that we have used the Matlab LMI Control Toolbox [7] for all LMI-related computations.
5.2 Structure/controller design examples

BMIs like (31)-(34) also arise naturally from the robust structure/controller design [20, 15] where the structure parameters (stiffness, spring and damping coefficients etc.) play the role of complicating variables. Consider the mass-spring-damper system described by Figure 1, where $x$ is the position of mass, $u$ is the control force input, $w$ is the disturbance force, $m$, $k$ and $c$ are the mass, spring and damping coefficients satisfying

$$0.125k + c \geq 2, \quad 0.125k + c \leq 2.5, \quad (k - 8.5)m + 1 \leq 0, \quad (c - 1.5)m \leq 0,$$

$$(k, c, m) \in \mathcal{H} = [4, 12] \times [0.5, 1.5] \times [3, 5].$$

Our aim is to attenuate the effect of disturbances on the mass in a mass-spring-damper arrangement. Note that (36) prevents increasing $k, c$ while decreasing $m$ simultaneously.

With the controlled output $z = [x, u]^T$, the measurement output $y = x$, and the state vector $[x, \dot{x}]^T$ the generalized plant is described as

$$P(s) = \begin{bmatrix} M^{-1}A(k, c) & M^{-1}B_1 & M^{-1}B_2 \\ C_1 & 0 & D_{12} \\ C_2 & D_{21} & 0 \end{bmatrix},$$

where

$$M = \begin{bmatrix} 1 & 0 \\ 0 & m \end{bmatrix}, \quad \begin{bmatrix} A(k, c) & B_1 & B_2 \\ C_1 & 0 & D_{12} \\ C_2 & D_{21} & 0 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ -k & -c & 1 & 1 \\ 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix}.$$  

Now, the problem can be stated as to find an internally stabilizing proper controller $K(s)$ and parameter $h \in \mathcal{H}$ minimizing the $H_{\infty}$ norm of the closed-loop transfer function $T_{zw}$ from $w$ to $z$. Note that this problem is harder than that in [15, 20] as it additionally includes the mass optimization requirement. From the main results in [6], this problem has the nonlinear matrix inequality formulation

$$\min_{\gamma, m, k, c, \hat{R}, S} \quad \gamma : (36)$$

$$\begin{align*} & \mathcal{N}_1 \begin{bmatrix} \hat{A}(k, c)\hat{R}M + M\hat{R}A(k, c) & M\hat{R}C_1' & B_1 \\ C_1\hat{R}M & -\gamma I & 0 \\ B_1' & 0 & -\gamma I \end{bmatrix} \mathcal{N}_1 < 0 \\ & \mathcal{N}_2 \begin{bmatrix} \hat{A}(k, c)'M^{-1}S + SM^{-1}A(k, c) & SM^{-1}B_1 & C_1' \\ B_1'M^{-1}S & -\gamma I & 0 \\ C_1 & 0 & -\gamma I \end{bmatrix} \begin{bmatrix} \hat{R} & I \\ I & S \end{bmatrix} \geq 0, \end{align*}$$

(37)

where $\mathcal{N}_1$ and $\mathcal{N}_2$ denote any bases of the null spaces of $[B_2', D_{12}']$ and $[C_2, D_{21}, 0]$, respectively. The form (37) is not yet convenient for optimization purpose, so we perform the congruence transformation $\text{diag} [M \ I]$ in the third inequality in (37) and the changes of variables

$$R = M\hat{R}M, \quad m = 1/m.$$
to transform (37) to the problem

$$
\begin{align*}
(P) \quad \min_{\gamma, \bar{m}, k, c, R, S} \gamma : \quad &\{k, c, \bar{m}\} \in \tilde{H} = [4, 12] \times [0.5, 1.5] \times [0.2, 1/3] \\
&0.125k + c \geq 2, \quad 0.125k + c \leq 2.5, \quad k + \bar{m} \leq 8.5, \quad c + \bar{m} \leq 1.5, \\
&N_1\begin{bmatrix}
A_1(\bar{m}, k, c)R + RA'_1(\bar{m}, k, c) & RC'_1 \\
C'_1R & -\gamma I \\
B'_1 & 0
\end{bmatrix}
N_1 < 0, \\
&N_2\begin{bmatrix}
A_2(\bar{m}, k, c)'S + SA_2(\bar{m}, k, c) & S\bar{B}_1(\bar{m}) \\
\bar{B}(m)'S & -\gamma I \\
C_1 & 0
\end{bmatrix}
N_2 < 0 \\
&\begin{bmatrix}
R \\
\bar{M}(1/\bar{m})
\end{bmatrix} \succeq 0
\end{align*}
$$

(38)

Obviously, the complicating variables of the above problem are \((\bar{m}, k, c)\), while the nonlinear terms arising in nonlinear matrix inequality (38) are

$$
R_k = kR, \quad R_m = mR, \quad R_{cm} = cmR, \quad S_m = mS, \quad S_{cm} = cmS, \quad S_{km} = kmS, \quad t = 1/\bar{m}
$$

(39)

For a sub-rectangle \(\tilde{H} = [k_1, k_2] \times [c_1, c_2] \times [\bar{m}_1, \bar{m}_2]\), we have to relax the nonconvex constraints caused by nonlinear terms (39) for computing a lower bound of \((P)\) over \(\tilde{H}\). The nonlinear constraint \(t = 1/\bar{m}\) can be relaxed according to [18] as

$$
\begin{bmatrix}
t & 1 \\
1 & \bar{m}
\end{bmatrix} \succeq 0, \quad m_1m_2t + \bar{m} \leq \bar{m}_1 + \bar{m}_2.
$$

(40)

On the other hand, without loss of generality, we can assume that the optimal solution \(R, S\) of \((P)\) with \((k, c, \bar{m}) \in \tilde{H}\) satisfies the “trust region” condition

$$
||R - R_{\tilde{H}}|| \leq \nu_{\tilde{H}}, \quad ||S - S_{\tilde{H}}|| \leq \nu_{\tilde{H}}
$$

(41)

with \(\nu_{\tilde{H}}\) chosen depending on the size of \(\tilde{H}\). Here \(R_{\tilde{H}}, S_{\tilde{H}}\) is the solution of \((P)\) corresponding to \((\bar{m}, k, c) = (\bar{m}_1 + \bar{m}_2, k_1 + k_2, c_1 + c_2)/2\) which can be used for updating the current best value (upper bound) in our BB algorithm if they satisfy the constraint (36).

Then nonconvex terms \(R_k, R_m, R_c = cR, S_k = kS, S_m = mS, S_c = cS\) arising in (39) are relaxed using Corollary 1, while \(R_{cm}\) according to Theorem 1 is relaxed to

$$
\begin{align*}
R_{cm} - c_1R_m - \bar{m}_1R_c + c_1\bar{m}_1R \geq 0 \\
R_{cm} - c_2R_m - \bar{m}_2R_c + c_2\bar{m}_2R \geq 0 \\
-R_{cm} + c_1R_m + \bar{m}_2R_c - c_1\bar{m}_2R \geq 0 \\
-R_{cm} + c_2R_m + \bar{m}_1R_c - c_2\bar{m}_1R \geq 0
\end{align*}
$$

(42)

and it is analogous for \(S_{cm}, S_{km}\). The computational result for an optimal solution with tolerance \(\epsilon = 0.01\) is given in Table 1. One can see the benefit of both spring-damper
<table>
<thead>
<tr>
<th>problem</th>
<th>optimal ((k, c, m))</th>
<th>opt. perform. (\gamma)</th>
<th># of iter.</th>
</tr>
</thead>
<tbody>
<tr>
<td>nominal plant</td>
<td>(8.1, 4)</td>
<td>0.5791</td>
<td>1</td>
</tr>
<tr>
<td>spring-damper optimiz.</td>
<td>(8.2510, 1.2510, 4)</td>
<td>0.4885</td>
<td>15</td>
</tr>
<tr>
<td>mass-spring-damper optimiz.</td>
<td>(8.1595, 1.1779, 3, 0.953)</td>
<td>0.4659</td>
<td>29</td>
</tr>
</tbody>
</table>

Table 1: Computational results for mass-spring-damper system

\((m = 4\) is fixed\) and mass-spring-damper optimization. Note that the performance of our algorithm is much worse (i.e. requiring many more iterations) if the standard bisection rule is used instead of the subdivision rule (25).

Finally, let’s consider another widely used system of two masses connected by a spring [22]

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4 \\
z \\
y
\end{bmatrix} = \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-k/m_1 & k/m_1 & 0 & 0 \\
k/m_2 & -k/m_2 & 0 & 0 \\
\alpha_v x_2 & u \\
x_2 + \alpha_v v
\end{bmatrix} \begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
1/m_1 \\
0
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
1/m_1 \\
0 \\
u + \alpha_d d,
\end{bmatrix}
\]

(43)

with the designed parameters \((k, m_1, m_2)\) satisfying the constraints

\[
(k - 0.5)m_1 - 1 \leq 0, \ (k - 3.5)m_2 + 1 \leq 0, \ (k, m_1, m_2) \in [0.5, 1.5] \times [0.5, 1.5] \times [0.25, 0.75].
\]

(44)

Here \(m_1\) and \(m_2\) are masses with position \(x_1, x_2\), while \(k\) is the spring constant, \(u\) is the control force input, \(d\) is the plant disturbance, \(v\) is the process and sensor noises and \(y\) is the sensor measurement. The constants \(\alpha_v\) and \(\alpha_d\) represent the noise to signal ratios, while \(\alpha_v\) is a constant weight. In contrast to the ACC benchmark problem considering \(k, m_1, m_2\) as uncertainties [17], our problem is to find optimal parameters \((k, m_1, m_2)\) in the set (44) and a stabilizing control \(K(s)\) to regulate the position \(x_2\) with minimal control energy, i.e. find \((k, m_1, m_2)\) and \(K(s)\) minimizing the \(H_\infty\) norm of \(T_{zw}(s)\), transfer function from \(w\) to \(z\). By a similar argument, this problem can be transformed to the form like (P) containing the nonlinear terms

\[
m_1 R, kR, km_2 R, km_1 S, km_2 S,
\]

which can be handled as in the previous mass-spring-damper example. Note that (44) prevents either increasing \(k, m_1\) simultaneously or increasing \(k, m_1\) while decreasing \(m_2\) simultaneously. The computational results with \((\alpha_v, \alpha_v, \alpha_d) = (1, 0.1, 0.1)\) are given in Table 2. In the problem of optimizing \((k, m_1)\) the value \(m_2 = 0.5\) is held fixed. From Table 1 and 2 one can see that the number of iterations is sensitive only to the number of complicating variables (i.e. the dimension of the branching space).
<table>
<thead>
<tr>
<th>problem</th>
<th>optimal ((k,m_1,m_2))</th>
<th>opt. perform. (\gamma)</th>
<th># of iter.</th>
</tr>
</thead>
<tbody>
<tr>
<td>nominal</td>
<td>((1,1,0.5))</td>
<td>0.3907</td>
<td>1</td>
</tr>
<tr>
<td>optimiz. (k,m_1)</td>
<td>((1.4251,1.0785,0.5))</td>
<td>0.3440</td>
<td>21</td>
</tr>
<tr>
<td>(43)-(44)</td>
<td>((1.4635,1.0390,0.7642))</td>
<td>0.3396</td>
<td>34</td>
</tr>
</tbody>
</table>

Table 2: Computational results for two mass systems

6 Concluding remarks

A new BB algorithm for solving a general class of BMI problems is developed. A key idea has been to incorporate LMI constraints into BMI constraint in a special way to take advantage of useful informations on nonconvex terms. Moreover, the nonconvexity of BMI is concentrated in coupling constraints so when the latter are omitted, we get the relaxed LMI problem for computing lower bounds. As in the our previous developments, the branching is performed in the space of complicating variables only to guarantee the practicability of the algorithm even with a large dimension of overall variables. The viability of the proposed algorithm is confirmed by its applications to several problems of robust control.
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Figure 1: mass-spring-damper system